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In 1934, Walsh noted that the Taylor polynomial of degree n can be obtained by
taking the limit as E ~ 0+ of the net of nth degree polynomials which best ap
proximate f in the closed discs : z I <; E. Later, this result was generalized to
rational approximation. In a recent paper, Shisha and the first two authors
generalized this idea to the idea of best local approximation. In this paper, using a
different technique, we study this problem in the L 2 setting. Consequently, better
results follow under weaker hypotheses.

1. INTRODUCTION

When studying spline or piecewise polynomial approximation, it becomes
apparent that the behavior of the approximants on small intervals is of great
importance. Very little is known in this area. In this paper, we study this
problem in the setting of best Lz local approximation.

Let M be a class of functions in Lz[O, 8] where 8 > 0. Suppose that for
each EE (0, 8], a function / in Lz[O, 8] has a best Lz[O, E] approximant peef)
from M. If as E ---'>- 0+, the net {plf)} converges (in some sense) to some
function Po(f) EM, we say that Po(f) is a best Lzlocal approximant of/Cat 0).

Tn [2], this problem was introduced and studied when the supremum
norm is used. In the present paper, we use a different method to study
the Lz case. Consequently, "better" results can be obtained under weaker
conditions. More generally, we consider the set Po(f) of cluster points of
the net {peef)} as E ---'>- 0+. Examples can be obtained to show that Po(f) may
be the empty set, a singleton, or a linear convex set with more than one
element; but it is not known, even in the "simplest" case if Po(f) is a convex
set. Much is left unexplored due to the diverse nature of this problem.

Tn Section 2, we will prove the main theorems, including conditions to
guarantee that Po(f) is a singleton. In the Section 3, we will give a very preli
minary result on Po(f) and will show the connection between best Lz local
quasi-rational approximants and Pade approximants.
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2. MAIN RESULTS
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Let UI , ... , Un E Cn-I[O, 0] for some positive 0 such that the wronskian
matrix

satisfies the condition det Wn(u l , ... , Un ; 0) =1= 0. Set Wn =' Wn(u l , ... , Un ; 0)
and let Sn = Sn(u l , ••. , un) be the vector space spanned by Ul , ... , Un . Hence,
Sn is an n-dimensional subspace of L 2[0, 0]. For anfE L 2[0, E], °< E :0:;; 0,
we denote by pi!) the (unique) best [2[0, E] approximant of f from Sn,
i.e., II pi!) - fll. = inf{11 p - fl!. :p E Sn}, where !I' II. ~~ <', .);/2 and
<f, g). = f~fg. In this section, we will establish the following results.

THEOREM 2.1. Let fE Cl-I[O, 8] where 8 > °and 1 :0:;; I :0:;; n. Then for

each j, °:0:;; j :0:;; I - 1,

lim (pi!) - !)U) (0) == 0.
E-",O+

(2.1)

Now let ej = [0, ... ,0, 1,0, ... ,] with 1 at thejth entry and [cj,l ,... , Cj.nY =

W;;le/, where, as usual, the superscript T indicates the transpose of a matrix.
From the above theorem, one can easily obtain the following

THEOREM 2.2. Let fE Cn-I[O, 0]. Then the net {pi!)}, °< E :0:;; 0,
converges uniformly in some neighborhood ofO to some Po(f) E Sn as E -+ 0+.
Furthermore,

n n

Po(f) = L L Cj,JJIHl(O) U/C •
j~l k~l

(2.2)

It is clear (cf. [3]) that if det Wn -=F 0, then {Ul ,... , un} satisfies the Haar
condition on some interval [0, Eo] where °< EO :0:;; D. We will next show that
if {ul , ..• , un} satisfies the Haar condition, then the condition det W n =1= °
is necessary for the existence of best L 2 local approximants Po(f) for every f

THEOREM 2.3. Let {ul , ... , un} satisfy the Haar condition on [0,0], 8 > 0.
Then det W n =1= °ifand only if the net {pi!)}, as E -+ O+, converges (uniformly
on some [0, EO], EO > 0) for every f E Cn-l[O, 0].

In order to prove the above theorems, we need several lemmas.
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LEMMA 2.1. Let Dn(E) be the determinant of the Gramian matrix

l<I, I

/(n-l 1
" ,

<I,

11 II 2 n 1C 0= ... 1-""V "'V-a • ... 3 . n
o 0

is a non-zero constant independent of E.

Proof Consider the function

X 1
2/2

X 2
3/3

f(x1 , ... , Xn)

n

x1"/n
x~/+l/(n + 1)

(2.3)

Xn"/II x;;c 1/(11 + 1)

It follows that
yn-l
. 1

oc~ X2X3
2 •.• x~-J n (Xj - Xi)

l<i<i<lI

where the subscripts off indicate partial derivatives. Hence,

Dn(E) = f(E, ... , E) = C··· rX2X3
2

••• X~-l n (Xj - Xi) dX1 ••• dXn
• 0 • 0 1,;;;i<j<,n

as asserted. It is clear that en =1= O.

LEMMA 2.2. Let A = (aij) be the n X n matrix

f

l 2
2 3

11 11 + 1

and let (jl ,... ,.in) be any permutation of(1, 2, ... , n). Then L~~1 au, = n2
•

The proof of this lemma is clear by observing that au, =.ii + i-I.
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LEMMA 2.3. Let g E qo, 8], 8 > 0, such that get) = o(tl-1) as t -+ 0+,
where 1 ~ I ~ n and let Dk(g, e) be the determinant of the matrix

<1, tk- 2). <1,g). <1, t k
). <1,1'<-0), ]

<tn-I, tk- 2). <tn-I, g). <tn-I, t k ). <tn-I, t n - 1>.

Then Dk(g, e) = o(en ") as e -+ O+,for each k = 1,... , I.

Proof Let 8(e) = max{f~ I g(t)1 ti dt/ek+i: °~ j :« n - I}. For 1 ~ k ~ I,
it is clear from the hypothesis that 8(e) tends to °as e -+ 0+. Now expand the
determinant and estimate term by term. Then by using Lemma 2.2, we have
I D k ( g, e)1 ~ 8(e)(n!) en" for 1 ~ k ~ I.

Next, we consider a change of basis. Let [Cj,1 , ... , Ci.nY = W;:le/ be as
defined previously and let

n

Vj = (j - I)! L CUUi'
i=l

1 ~ j ~ n. The following lemma is self-evident.

LEMMA 2.4. For each j = 1,... , n, v;(t) = ti- 1 + o(t n) as t -+ 0+.

By using the above lemma, we immediately have

LEMMA 2.5. Let f E CI-l[O, 8], 8 > 0, where 1 ~ I ~ n. Then

I

f(t) = L f(Hl(O) vi(t)/(i - 1)! + o(tl-1)
i=l

as t -+ 0+.

(2.4)

Next, we have the following estimate of the Gramian determinant of the
basis {VI"'" Vn}. It follows from Lemmas 2.1 and 2.4 and the proof of
Lemma 2.3.

LEM:MA 2.6. Let Dn(v1 , ••• , V n ; e) be the determinant of the Gramian
matrix

Then Dn(v1 ,..., Vn ; e) = (Cn + 0(1)) en" as e -+ 0+, where Cn is the nonzero
constant given in (2.3).
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With the above preliminaries, we can now prove the main results. Clearly
{VI ,... , Un} is a basis of Sn . Let f ECl-I[O, 0] and write Pc(j) = L:~~l :X!j'k •

It is well-known that

Cik,E ::-.-

x I :l'~ ',I'I:C,

(vn , Vl)E

\V1 , I' I
(v n , Vn)E

". D (I ) N,Jf;k; E),
n L\ , ... , Vn ; E

From Lemma 2.5, we have

By a proof similar to that of Lemma 2,3 and by using the estimates viCf) =
t j

- l + o(t n), we have Nn(o(tl-l), k; E) = 0(En2) as E -->- 0+ for 1 ,s; k,s; 1.
Hence, using Lemma 2.6, we have (Xk.c pk-1J(O)/(k - I)! + 0(1) as
E -->- 0+. That is, for j = 0, ... , 1 - I,

n

(pin - f)U) (0) == I:Xk.cd')(o) - .rU)(O)
).~l

as E -->- 0+. This completes the proof of Theorem 2.1. ]n particular, if 1 =- 11,

then pif) = L~d cxic,cVk converges component-wise, and hence, converges
uniformly in some neighborhood of 0, The limit function Po(f) is clearly
given by (2.2) by using (2.4). Hence, we have Theorem 2.2 and one direction
of Theorem 2.3. To complete the proof of Theorem 2.3, we note that
<pif) - f, u)c = 0 for every U E Sn, and by standard arguments, since
Sn is Haar, pif) - fhas at least n sign changes on [0, E]. By applying Rolle's
theorem and taking € -)- 0-'-, we have (Po(j) - f)(j)(0) = 0 for j = 0, ... ,11 - I.
Hence, for all choices of (j(O), ... ,f(n-ll(O)), there always exist (al , .. " an)

such that, writing Po(f) = L~~l alcUk, we have Wn[al ,... , anY =

[f(O), ... ,f(n-l)(O)y. That is, W n is invertible.
It should be mentioned that the hypothesis on the system {UI ,.. " lin}

can be slightly weakened. In particular, Theorems 2,1 and 2.3 still hold if
if we assume instead that UI , .•• , Un are linear combinations of sufficiently
smooth functions VI"'" vn having the property that viCt) = t j

-
l + oCtn)

as t -->- 0+, j = 1,... , n.
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3. BEST LOCAL ApPROXIMANTS AND CONSEQUENCES
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As in Section 2, let Sn be the space spanned by cn-1[0, 0] functions,
1I1 , .•. , Un' whose wronskian matrix evaluated at 0, denoted by Wn , is
nonsingular. Let IE L 2 [0, 0] and pif) be the (unique) best L 2 [0, E] approxi
mant of I from Sn . ]f I is smooth enough at 0, say of class cn-1[0, 0], then
the net {pi!)}, as E ~ 0+, has a unique cluster point, namely the best L2 10cal
approximantpo(j) off ]fwe consider the functionf(t) = ta, n - 2 < (X <
n - I, it is easy to show that the net {pif)}, °< E ,s;: 0, of best L 2[0, E]
approximants from the space of all (algebraic) polynomials 7T n with degree
no greater than n - I has no cluster point. Hence, the condition cn-1[0, 0)
in Theorem 2.2 cannot be weakened to ca[O, 0] with (X < n - 1. However,
the condition that IE cn-l[O, 0] is by no means necessary for the existence
of best L 2 approximants. This can be seen from the example I(x) =
x sin(1/x) and Sn = 7T2; in this case by using the Riemann-Lebesgue
Lemma, it is easy to show that Po(j) - 0.

For IE L 2[0, 0], we let Po(j) be the set of all cluster points of the net
{pi!)}, as E ~ 0+. We have seen examples where Po(f) is a singleton and
where Po(j) = 0. We will next show that Po(f) may consist of a continuum
of functions.

EXAMPLE 3.1. There exists an f* E COO(O, I] n qo, I] such that
card Po(j *) > 1.

Proof We first construct a discontinuous function I having the required
property. Let {Pi} be a positive sequence converging to °and set Po = I.
We only consider the case when Sn = 7T2 , the space of all linear poly
nomials. Let P = PIT be the metric projection onto 7T2 • We define f(t)
to be -H and -t alt~rnately so that If(t)] = t ,s;: I on [0, I] as follows:
First letf(t) = ton (0 1 , 00] where 00 = 1 and 01 E (0, 1) is chosen such that
II P(f)(t) - t 118 ,s;: Po. Even though I is not defined on [0,0 1], the absoluteo
continuity of the integral along with the fact that II I ,s;: 1 assures that the
above inequality makes sense. On (0 2 , 01], we letf(t) = -t where O2 E (0,0 1)

is chosen such that II P(f)(t) + t 1]8
1

,s;: PI' Using induction, we have a
sequence 01 > O2 > ... > 0, On ~ 0, such thatf(t) ~~ (_l)n t on (On-I' on]
and such that II P(j)(t) - (_l)n t IIB

n
,s;: Pn . Hence, Po(f) contains the func

tions t and - t. By using standard smoothing techniques, we may change
Ito f* E coo(O, 1] n C(O, 1] so that t, -t E Po(f*).

We next show that under certain circumstances, Po(f) is a linear convex set.

PROPOSITION 3.1. Let IE L 2[0, 0], 0 > 0, such that

n

pi!) = L (Xi ••lIi
i~1
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1, ... , n ._- I. Then Pu(f) is concex (awhere C'ti,. ->- C'ti, as E -+ 0+, jor i
line segment or empty).

Proof Suppose that Po(f) is not empty and that u, v E Po(f). Then we
need only show that (I -- A) u + Av is in Pu(f) for all A, 0 < A < l.
N h P ",n-l d ",n-l d fi ..ote t at U = fJU n + L..jd C'tjUj an v= YUn + L..j~1 C'tjUj. By e mtlOn,
there exist YJi -+ 0+ and 8i -+ 0+ such that Pn(f) -+ U and P6(f) -+ V as
i -+ O. Since plf) is continuous as a function ~f E (cf. (2.5)), by the Inter
mediate Value Theorem, for each AE(O, 1) there is a sequence gi-+O+ such
that

n-l

hi(f) = [(I - A) fj + Ay] Un + L CXj.f,uj·

j~1

It follows that pdf) -+ (I - A) U+ Av, or (l - A) U+ Av E Po(f).
By applying Theorem 2.1 and the above result, we have the following

PROPOSITION 3.2. Let Sn be the subspace oj en - 1[0, 8], 8 > 0, junctions
with a basis {u1 ,... , un} such that det Wn(u1 ,... , Un ; 0) eft O. LetjE e n - 2 [0, 8].
Then the set Po(f) is either convex (a line segment) or empty.

Next, we apply the results from Section 2 to quasi-rational approximation:
Let P and Q be finite dimensional subspaces of continuous functions on
[0, 8], 8 > O. Let m = dim P, n = dim Q and suppose that dim Qu = no =
n - 1, where Qo = {q E Q: q(O) = OJ. Let Ql== {q E Q: q(O) = I}. For an
jE L 2[0, 8], we consider the following minimization problem:

inf{lljq - P '. : pEP, q E Ql1, (3.1)

where °< E ~ 8. By a standard argument, it is easy to show that this
problem always has a solution. If, in addition, the space

Rf ~ {fq + p: pEP, q E Qol (3.2)

is a Haar subspace of continuous functions on [0, 8], it can also be shown that
the solution (P.(f), q.(f)) is unique, and will be called the best L 2[0, E]
quasi-rational approximant pair ofjfrom P X Ql'

Now, let P, QC cm+n- 2 [0, 8] where m ;?: 1 and n ;?: 2 and {PI ,... , Pm},
{ql ,... , qn} be bases of P and Qo respectively. For j E cm+n- 2[0, 8], let

o
o/i = jqi-m for m < i ~ m + no. Then {0/1 ,... , o/m+n} spans Rf • Assumeo
that the wronskian matrix W(f) ==' Wm+n (0/1 ,... , o/m+n ; O} of {0/1 ,... , o/m+n }o 0 0

evaluated at 0 to be nonsingular. Then it follows that Rf is a Haar subspace
with dimension m + no (cf. [2]). Hence, j has a unique best L 2[0, E] quasi
rational approximant pair (plf), q/f)) from P X Ql for every E, °< E ~ 8.
By a proof similar to that given in [2] and by using Theorem 2.2, we have the
following
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THEOREM 3.1. Let f E c m+n- 2 [Q, 0], 0 > 0, be such that det W(f) i= 0,
and let (P.(f), q.(f)), °< € :'( 0, be the best L 2[0, €] quasi-rational approxi
mant offfrom P X Ql' Then the net {pit), q.(f)}, as € ~ 0+, converges
uniformly on some neighborhood of ° to a pair (Po(f), qo(f)) E P X Ql'
Furthermore,for eachj = 0,... , m + no - I,

(jqo(f) - Po(j))(j)(O) = 0. (3.3)

The equations in (3.3) are the Pade equations (cf. [I]). In [2], it is shown
that if f(x) = ao + ... + am+nxm+n + O(xm+n) is in cm+n[o, 0], 0 > 0,
then

det Wm+n+1(I, ... , tm,J(t) t, ... ,J(t) tn; 0)

am+n - 1 am+n - 2

m n am am - 1

= IT ITJ!(m +i)! .
i~l i~l

where aj == °for J < 0. Hence, we have the following

am - n +1

THEOREM 3.2. Let P = 7Tm+1' Q = 7Tn+1 and f(x) = ao + ... +
am+nxm+n --'- o(xm+n) E cm+n[o, 0], 0 > 0, such that

am am~l am- n+1

am+1 am am - n .L-2

*°
am+n- 1 am+n --2 am

where aj == °if j < 0. Let (P. , q.), °< € :'( 0, be the best L 2[0, €] quasi
rational approximant offfrom P X Ql' Then the net {( P. , q.)}, as € ~ A+,
converges uniformly on some neighborhood ofO to the [min] Pade approximant
of!

4. FINAL REMARKS

In Proposition 3.1 we show, under rather restrictive hypotheses, that
Po(f) is convex. It is not at all clear whether Po(f) is convex in general and
in fact it is not even known whether Po(f) is connected. These questions
seem to deserve further study. The analogous problems for L p , P i= 2, 00,

are still open.
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